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With the advancement in sensor technology, use of multispectral imaging is gaining wide popularity for
computer vision applications. Multispectral imaging is used to achieve better discrimination between the
radiance spectra, as compared to the color images. However, it is still sensitive to illumination changes.
This study evaluates the potential evolution of illuminant estimation models from color to multispectral
imaging. We first present a state of the art on computational color constancy and then extend a set of
algorithms to use them in multispectral imaging. We investigate the influence of camera spectral sensitiv-
ities and number of channels. Experiments are performed on simulations over hyperspectral data. The
outcomes indicate that extension of computational color constancy algorithms from color to spectral, give
promising results and may have the potential to lead towards efficient and stable representation across
illuminants. However, it is highly dependant on spectral sensitivities and noise. We believe that the de-
velopment of illuminant invariant multispectral imaging systems will be a key enabler for further use of

this technology. © 2017 Optical Society of America
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1. INTRODUCTION

Objects are perceived by their radiance in the visible region of
the electromagnetic spectrum and for a given object, the radi-
ance depends on its material properties, its shape and location
in the scene. Intensity, position and spectral characteristics of
the illuminant also play a major role in image generation. The
spectral sensitivity of filters is another important parameter in
image creation. In a simple imaging model with three chan-
nels, the image values f = (R, G,B)T are dependent on the
light source e(A), surface reflectance r(A) and camera sensitiv-
ity functions ¢(A) = {r(A),g(A),b(A)}, as

f= /w e(M)r(A)e(A)dA. R

In the human visual system, the three cone types are sensi-
tive to certain wavelengths in photopic vision [1]. In the case
of a camera with 3 channels, the color filters play a similar role.
Multispectral imaging is being used to capture more spectral
details in a scene as compared to conventional color images.
Recently emerging technologies, such as the spectral filter ar-
rays [2][3][4], enable a broader range of usage domains for mul-
tispectral imaging. The use of multispectral images in object
recognition can perform better than the conventional RGB color

images [5]. An example of multispectral imaging system to
determine quality attributes and ripeness stage in strawberries
was proposed by Liu et al. [6]. In that work, the imaging sys-
tem is first radiometrically calibrated using both a diffuse white
and dark target. Similarly, most existing multispectral imaging
systems are specifically designed and needs to be re-calibrated
when the imaging conditions are changed. Extending the use
of multispectral imaging system from heavily constrained en-
vironments to real world applications is still an open challenge.
One of the major obstacles is calibration of multispectral camera
according to the scene illuminant [7] [8][9][10][11]. In this work,
we investigate the use of illuminant estimation algorithms for
multispectral imaging systems.

We propose to extend the illuminant estimation algorithms
from 3-channels to N-channels. Recently, Thomas [12] inves-
tigated the physical validity of these illuminant estimation al-
gorithms by applying them on uncalibrated multispectral im-
ages (MSI) with 3, 5, 12 and 20 bands. That work showed that
there is a huge variability due to scene contents, and suggests
that the number and potential configuration of bands has an im-
portant influence on the results. In this work, we extend those
preliminary results to a more general and exhaustive investi-
gation through an experimental framework where we simulate
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a multispectral imaging system using different number of sen-
sors and configurations. In [12], only equi-Gaussian filters are
used in simulations and evaluation is provided in form of an-
gular error and goodness of fit coefficient. In this work, we
use equi-Gaussian filters, Dirac delta form of filters and over-
lapping equi-energy filters for the evaluation of the effect of the
filter configuration on illuminant estimation. We use the exten-
sion of specific illuminant estimation algorithms, which contain
simple assumptions, provide efficient performance with natu-
ral scenes, and are robust to illumination changes since they do
not require any training. We evaluate the results in form of an-
gular error. We also map the illuminant in sensor domain into
xy chromaticity space and then evaluate the xy chromaticity er-
ror. In this way, we are able to compare the performance of
illuminant estimation algorithms and configurations between
varying number of filters by reducing data into a common di-
mensionality. The experimental framework presented here can
be extended for more sophisticated illuminant estimation algo-
rithms as well, in order to develop optimal illuminant estima-
tion system for multispectral imaging.

This paper is organized as follows. In Section 2, we briefly
discuss computational color constancy and previous research
on illuminant estimation in color images. In Section 3, we dis-
cuss previous work done on illuminant estimation in MSI and
define the methodology for extension of illuminant estimation
algorithms to higher dimensions. In Section 4, we present the
experimental setup, the 5th gection consists of results and dis-
cussion, while Section 6 concludes the paper.

2. COMPUTATIONAL COLOR CONSTANCY REVIEW

The captured color of objects generally changes when observed
under different light sources, since the creation of an image is
dependent not only on the spectral reflectance property of the
object’s surface and the camera’s sensor sensitivity, but also on
the incident illuminant on the object, as in Eq. 1. The human
visual system has the natural ability to perceive constant color
of surfaces despite the change in spectral composition of the
illuminant [13] and this ability to discard illumination effects
is called “Color Constancy” [14]. Color constancy is usually
defined in the context of natural scenes along with flat matte
and diffuse materials by a so-called “equivalent illumination
model” [15][16]. Creating such a model for color constancy in
computer vision is called computational color constancy (CCC).
Developing an illuminant invariant computer vision system is
an open area of research and there are algorithms which are
able to perform well for particular conditions and assumptions,
but still a universally accepted CCC system does not exist.

CCC plays an important role in color-based computer vision
applications including object recognition, tracking and image
classification [17]. Object representation and recognition from
the standpoint of computer vision is discussed in detail in [18].
For example, in case of object recognition, the color of the object
can be used as a feature, and it should appear constant across
changes in illumination [19]. So the first step in achieving a con-
stant representation of colors is to adjust the color changes due
to the illuminant. CCC therefore deals with the representation
of a scene with the effect of the illuminant being as small as
possible. There are basically two approaches for this. One is to
compute illuminant invariant features [20] [21] and a second to
estimate the illuminant [22] and later apply a correction. Our
work focuses on illuminant estimation in a scene.

The problem of developing an efficient and generic CCC al-

gorithm obviously depends strongly on the illuminant estima-
tion in a given scene, which indeed is not a straightforward task.
The core challenge for CCC is that the data acquired is a com-
bination of three unknown factors; surface reflectance proper-
ties, color of illuminant and sensor sensitivities. Maloney and
Wandell [23] showed that color constancy is indeed impossible
without applying restrictions on spectral reflectance and illumi-
nations.

From the imaging model given in Eq. 1, the goal of a color
constancy system is to estimate the illuminant &, and this esti-
mation is performed in the camera domain:

R,
e=|a, :/e()\)c()\)d/\. @
B,

In Eq. 2, e corresponds to the illuminant’s projection over fil-
ters (IPF), which is a set of discrete values with the dimension
equal to total number of filters (N). It should be noted that IPF
is the response of each filter for the illumination (ground truth
or estimated), and it is not equivalent to the spectral power dis-
tribution of the illumination itself.

Since the sensor’s response f is a combination of three un-
known factors, therefore the estimation of scene illuminant & is
an ill-posed problem [24] and certain assumptions have to be
made in order to estimate the scene illuminant. Once the illu-
minant is estimated within the sensor domain, then correction
is applied to the acquired image in order to represent it as it
would have been taken under a known light source. This pro-
cess is also expressed as “discounting the chromaticity of the
illuminant” by D’Zmura and Lennie [25]. This transformation
is performed as

FC — Du,CFu/ (3)

where F* is the image taken in unknown light source and F¢ is
the transformed image as if taken under a canonical illuminant,
while D*€ is the spectral adaptation transform matrix, which
maps colors from captured image to their corresponding colors
under a known illumination. The independence of color chan-
nels from each other is defined in the Retinex Model [26-28].
This assumption is closely related to the Von Kries coefficient
rule [29, 30]. Land’s White-Patch Algorithm [28], proposes that
there is at least one pixel in each color channel which cause max-
imum reflection of the illuminant and when such maximum re-
sponses are combined, they form the color of illuminant. This
assumption is alleviated by considering the color channels sep-
arately, resulting in the max-RGB algorithm [27].

The Grey-World Algorithm was proposed by Buchsbaum
[31] and is based on the assumption that the average color of
a scene is achromatic. The result of Grey-World algorithm was
improved by Gershon et al. [32] by taking average reflectance
of a database and assuming the average of the scene to be equal
to that average reflectance.

The Shades of Gray Algorithm was introduced by Finlayson
and Trezzi [33]. This is a general form of max-RGB and Grey-
World Algorithms where it is shown that Grey-World algorithm
is the same as using the L' Minkowski norm while max-RGB is
equivalent to using L* norm. In their case, the general equation
for estimation of light source becomes

[ FPdx 1/p_
(fdx) = ke, @
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where k is a constant is p is the order of the Minkowski norm.

The Gray-edge Algorithm proposed by Weijer et al. [34], as-
sumes that average of reflectance derivative in a scene is achro-
matic. This algorithm is expressed as:

([ﬂfFﬁzd")w — ke, ®)

where F; is the smoothed image, after applying a Gaussian fil-
ter.

Edge-based CCC is explored further for higher order deriva-
tives in [35]. Celik and Tjahjadi [36] used wavelet transform to
down-sample the image before applying Grey-Edge algorithm
for estimation of illuminant color, and for each down-sampled
image, separate estimation is performed on the high pass fil-
ter’s result. Decision for illuminant color is based on mini-
mum error between the estimation in consecutive scales. CCC
based on spatio-temporal statistics in a scene was proposed by
Chakrabarti et al. [37] where the spatial features of object sur-
faces are also accounted for in the determination of the illumi-
nant. That work is improved in [38] by using only the edge
information for achieving computational efficiency. There are
some approaches which try to select the most appropriate es-
timation using intrinsic properties from other color constancy
algorithms [39].

Gamut mapping is also used in CCC. It was introduced by
Forsyth [40]. He proposed that the color of an object is its repre-
sentation under a fixed canonical light, rather than as a surface
reflectance function. It is based on the assumption that for a
given illuminant, one observes only a limited number of colors. Based
on this assumption, any change in colors of the image is caused
by the variation in color of the light source. The limited set
of colors which can occur under a given illuminant is called
the canonical gamut and is determined through observations of
many surfaces under the known light source. Gijsenij et al. [41]
proposed gamut estimation for illuminant by using higher or-
der statistics. Their results show that for lower number of sur-
faces, pixel-based gamut mapping performs well but with large
number of surfaces, the efficiency of edge-based gamut map-
ping increases. Color-by-correlation [42] is a discrete version of
Gamut mapping where the correlation matrix is used instead
of canonical gamut for the considered illuminants, and is used
with the image data to calculate the probability that the illumi-
nation in the test image is caused by which of the known illu-
minants.

Hue et al. [43], proposed an automatic white balancing algo-
rithm by using gray points in an image for estimation of illu-
minant temperature. In their method, RGB image is converted
into YUV color space and then those pixels where U = V =0
or R = G = B = Y are pointed out as Gray Points. A feed-
back system is used to estimate those points and then remaining
pixels are corrected by adjusting the gain of R or B channel ac-
cording to the illuminant color being detected. Yoon et al. [44]
proposed dichromatic line space where a dichromatic slope is
formed within dichromatic line space. Illuminant chromaticity
is estimated through intersection of those lines. Ratnasingam
and Collins [45] proposed two features that are described to
represent chromaticity and are independent of intensity and
correlated color temperature of illuminant in a scene. Sapiro
[46] presented probabilistic Hough transform approach where
a surface is selected according to the defined distribution and
is used to recover the illuminant while using it along with sen-
sor response. Bayesian formulation for solving CCC is used by

Brainard and Freeman [47] where each surface and light is rep-
resented by basis functions for which probability distribution is
defined. Xiong and Funt [48] used stereo images for extraction
of 3-D information as an additional source for illuminant esti-
mation. Use of 6 channels is proposed by Finlayson et al. [49] in
the chromagenic algorithm. The additional three channels are
acquired by using chromagenic filter being placed in front of
the sensor. The information from these channels is used to es-
timate the scene’s illuminant from a set of known illuminants.
Modification in chromagenic algorithm is proposed by Fredem-
bach and Finlayson in the bright-chromagenic algorithm [50],
by using only the brightest pixels in the two images.

Assuming that the subspace of reflectances of all surfaces
is linear and in a small dimension then the number of sen-
sors, Maloney-Wandell algorithm [51] propose that the sensor
responses for the surfaces under one illuminant fall within a lin-
ear subspace of the same dimensionality. Estimation of surface
colors under two illuminants using Retinex Theory is proposed
by Barnard et al. [52] and Finlayson et al. [53]. Nieves et al.
[54] proposed a linear pseudo-inverse method for recovery of
spectral power distribution of the illuminants using a learning-
based procedure. Their algorithm is based on the detection
of naturally occurring bright areas in natural images, acquired
through the color camera.

Machine Learning is also applied for illuminant estimation.
In [55], multilayer neural network is trained using histograms
of chromaticity of input images along with corresponding chro-
maticity of illuminant. A number of similar approaches can
be found in [56] [57] [58]. Support Vector Machine is used in
[59], which is based on the higher-order structure of images.
Recently, Deep Learning is also utilized in color constancy as
in [60][61]. Bianco et al. [62] used convolutional neural net-
work for illuminant estimation in raw images. For generation
of ground truth illumination, shades of gray, gray edge and
gamut mapping is applied on the training data in their pro-
posed method. Oh and Kim [63] treat this as illuminant clas-
sification problem by using deep learning.

We consider multispectral images taken in outdoor environ-
ment that can be generated by any mixture of illuminants. We
are also interested in investigating the effect of number of filters
and their configurations for illuminant estimation. We propose
to select a set of illuminant estimation algorithms which can
handle any type of illuminant without requiring prior training
and provide straightforward extension to N dimensions. We
also require the estimated illuminant to be in sensor dimension
and not in the xy chromaticity space so that it can be used for
spectral adaptation transform (D*° in Eq. 3). Following our
review, we chose to investigate on the extension of gray-world,
max-RGB, shades of gray and gray-Edge algorithms. Another
reason for selection of these algorithms is the diversity of spec-
tral imaging systems in term of spectral sensitivities and num-
ber of channels in our experiments. Initially we do not select the
learning based algorithms as we are interested in generic illumi-
nant estimation framework without the need of prior training.
Although use of classification methods shows improvement in
performance of illuminant estimation, the major problem with
such techniques is availability of training data and the limited
set of illuminations being considered. This is not a major prob-
lem in case of color images but may be troublesome in spectral
images. Another constraint is the diversity of spectral imag-
ing systems in term of spectral sensitivities and the number of
channels. Therefore, we limit our investigations to “equivalent
illumination models”.
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3. ILLUMINANT ESTIMATION FROM MULTISPECTRAL
IMAGES

In this section, we will first discuss the previous work done for
illuminant estimation in multispectral images and then define
our proposed idea for extension of existing illuminant estima-
tion algorithms from color to multispectral images.

A. Related work

In this section, we define the formation of a multispectral image
and then review the literature on illuminant estimation on these
images. Spectral imaging can be defined as an array of N chan-
nels representing several spectral components at each spatial
location. Use of spectral imaging gained worldwide attention
after the launch of Landsat in 1970 and since then it has been
widely used in remote sensing applications. With the devel-
opment in sensor technology, use of spectral imaging in short-
range imaging is also expanded. A survey on hyperspectral and
multispectral imaging technologies is provided by Vagni [64].
In this work, we are considering only multispectral images ac-
quired through short-range imaging techniques, where N, the
number of spectral filters, is typically in the range of 5 to 20 [65].

According to the sensitivity of a typical silicon sensor behind
an optical system, having sensitivity range from 400 nm to 1100
nm, a multispectral system usually provides a combination of
visible and/or near infrared bands, where the imaging model
defined in Eq. 1 still holds.

f— /w e(M)r(M)m(A)dA, ©)

where we now represent the camera sensitivities as m(A) =
{m1(A),ma(A), ..., mn(A)}.

Mosny and Funt [66] investigated the role of additional infor-
mation acquired through multispectral imaging in order to im-
prove the performance of already existing color constancy algo-
rithms for illuminant chromaticity estimation. They used chro-
magenic algorithm [49], Maloney-Wandell algorithm [51], Grey-
World algorithm [31] and Max-RGB [27]. Multispectral images
were synthesized for their experiments by using the spectral
sensitivity of Sony DXC-930 camera. For additional bands ac-
quisition simulation, the sensitivity curves were shifted by +
16nm. They used 3, 6 and 9 bands for image acquisition along
with 1995 surfaces and 287 illuminants. For representation of
results, median angular error in the sensor domain and median
angular error for illuminants estimates converted to RGB space,
were used. According to their evaluation, there is slight im-
provement with 6 channels but overall there is no significant
improvement in illuminant chromaticity estimation by increas-
ing the number of bands. Such experiments are performed on
real world data in [67] where authors have used 28 scenes be-
ing photographed with 10 different illuminations. For image
acquisition, cool and warm filters were used with camera. Their
evaluation methods show the same results that additional spec-
tral bands does not contribute significantly towards illuminant
chromaticity estimation.

Shrestha and Hardeberg [10] proposed a spectrogenic imag-
ing system where two images are acquired from a scene; One
normal RGB image and one filtered-RGB image. Illuminant esti-
mation of the scene using these two images is performed using
the Chromagenic Algorithm [49] and its modification proposed
by Fredembach and Finlayson [50]. 87 illuminants were used
for training the system and an illuminant with minimum fitting
error was selected as the potential illuminant for the scene.

It is worth noting that the purpose of Mosny and Funt
[66][67] was to investigate if there is any improvement in il-
luminant estimation achieved by increasing the number of fil-
ters, while in our work we want to investigate the extension of
illuminant estimation into multispectral domain. The system
proposed by Shrestha and Hardeberg [10] is limited in term of
bands and illuminants. We are interested in development of
an illuminant estimation framework for multispectral imaging
with any number of bands and with any mixture of illuminants
so that it can be used for outdoor image acquisition without
requiring calibration.

B. Proposed multispectral illuminant estimation algorithms

In this work, we propose four algorithms for investigation,
which are instantiations of a class of models referred to as
“equivalent illumination models” and they assume a “flat-
matte-diffuse” condition. These algorithms are computational
attempts to implement the model of human visual system for
color constancy using natural image statistics. We evaluate the
performance of those algorithms with multispectral data by ex-
tending those techniques to N-dimensions and get the estimate
of illuminant in sensor domain. We rename those algorithms
so that the confusion between color information and spectral
information is eliminated.

* Gray-World Algorithm [31] — Spectral Gray-World Algo-
rithm

* Max-RGB Algorithm [27] — Max-Spectral Algorithm

¢ Shades of Grey Algorithm [33] — Spectral Shades of Gray
Algorithm

* Gray-Edge Algorithm [34][35] — Spectral Gray-Edge Al-
gorithm

In the Gray-World algorithm, it is assumed that the average
reflectance of a scene is gray or achromatic. We extend this defi-
nition for the case of multispectral images by assuming that the
average reflectance in an N-dimensional image is constant;

(L) _, o

Using Eq. 4 with p = 1, the illuminant can be estimated by
computing the average pixel values for each channel.

fff(;idx _ ﬁ [ [ erm@ands

—k / e(MmA)dA = ke (8)

The term é is the estimate of illuminant in sensor domain. The
same technique is used for spectral gray-edge algorithm where
each channel is treated according to Eq. 5 after smoothing
through Gaussian filter with ¢ = 2 and extraction of edges
through derivative in both spatial axis. In case of spectral
shades of gray algorithm, Eq. 4 is used with value of p higher
than 1, while for Max-Spectral algorithm, we treat each spectral
band separately to get the pixels with maximum response and
use them for estimating the illuminant according to the origi-
nally presented hypothesis where authors used color images.
Our implementation strategy for extension of these algo-
rithms is slightly different than [12] as we consider each channel
of a multispectral image separately. It is worth mentioning that
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both shades of gray and gray-edge algorithm use Minkowski
norm p and in [33], authors declare that with p = 6, best results
are obtained. In our experiments, we keep the same value of
p as proposed by authors, however we perform experiment to
obtain optimized value for this parameter and discuss it in the
results section.

4. EXPERIMENTAL SETUP

A. Data Preparation

We use hyperspectral images from the Foster Dataset 2004 [68],
which are acquired in the wavelength range of 400-720 nm. This
dataset contains reflectance data from natural scenes and is ad-
equate for our purposes because of its natural image statistics,
which are fundamental to the proposed methods (Fig. 1). In or-
der to prepare radiance data, we use D65 and F11 illuminants.
We also test the framework using a combination of D65 and F11
illuminations to simulate a scene having mix D65-F11 illumi-
nants (Fig. 2). D65 is used as standard daylight illuminant while
F11 resembles the spectral response of Sodium-vapor lamp [69],
which would typically represent an example of outdoor light-
ing, e.g. road or ski tracks. Illuminant F5 is also used in the ex-
periments and we found similar results as being obtained with
F11 illuminant. In this paper, we present the results obtained
from the multispectral data generated through F11 illuminant.

We also consider noise in the multispectral imaging system.
Typically, the main sources of noise are photon shot noise, dark
current noise, read noise and quantization noise [70]. We do
not consider photon shot noise and dark current noise since the
Foster Dataset 2004 is already corrected for these type of noise.
We do not consider quantization noise either since the data is
already quantized at 12-bit. We simulate the additive read noise
in our experiments as normally distributed Gaussian noise with
zero mean and 2% variance [71].

B. Sensor Configuration

The performance of the proposed algorithms would be affected
by the spectral sensitivities of the sensors that capture the ra-
diance [72]. In our experiments, we use a Gaussian model of
sensor sensitivities. Such model has been extensively used in
the literature to simulate sensors or to approximate Fabry-Pérot
filter transmittance [73]. For our experiments, three sensor con-
figurations S8, $7 and S are investigated. Within the visible
range, we define S8 as equi-Gaussian [12]. Full Width at Half
Maximum (FWHM) of the sensor sensitivities decrease with in-
crease in number of bands and the overlap between adjacent
bands remain approximately same. By increasing the number
of bands in this configuration, we are gradually shifting from
typical multispectral sensors towards hyperspectral sensors. 5%
configuration is a simulation of Dirac delta function where only
the band corresponding to mean of the Gaussian filter is se-
lected while rest of bands are discarded. It is of interest to test
if such a configuration will provide any help in estimating the
illuminants with spiky behaviour (e.g. F illuminants). Configu-
ration $%Y consists of equi-energy filters, having a fixed FWHM
and o = 50nm, which is different from S where the FWHM of
filters get changed with change in number of bands. Using this
configuration, we evaluate the effect of overlapping of filters for
illuminant estimation.

In addition to the above explained filter configurations, we
also consider different number of bands. 3 bands for simulating
an instantiation of RGB cameras. 5 and 8 bands are used for
simulating a typical multispectral camera [7]. 12 bands are used

(h) I8

Fig. 1. Rendering of hyperspectral images from Foster Dataset 2004
into RGB with D65 illuminant. The hyperspectral images are acquired
within the wavelength range of 400nm to 720nm with 10nm sampling.
Each hyperspectral image consists of 33 spectral bands.

to get the best spectral reconstruction [74] while 20 bands are
deployed to approach the properties of a hyperspectral sensor.
Figure 3 show the three different configurations with 8 spectral
filters.

C. Evaluation

We consider images with different number of bands, therefore
the quantitative evaluation is not straightforward, especially
when comparing results obtained with different number of
bands. We consider different quality evaluation metrics, which
include evaluation on the basis of angular error, goodness-of-
fit coefficient (GFC) [75] and Normalized Mean Square Error
(NRMSE). These 3 evaluation metrics are used only when the
dimension of filters is the same and therefore results obtained
from different number of filters cannot be compared. The esti-
mated illuminants and ground truth illuminant are normalized
by dividing each value from the maximum so that the range is
within [0-1] and relative errors are evaluated. The three indi-
cators are very similar in the way they evaluate the similarity
between data. We determined the correlation among the com-
puted metrics and found that the correlation between angular
error and GFC is -0.987, while the correlation between angular
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Fig. 2. [lluminants used for creating radiance data from hyperspectral reflectance data are shown. Normalization is performed by diving each value
by the maximum of that illuminant so that all values are within range of [0-1]. In (c), the mix D65-F11 illuminant consists of 50% D65 and 50% F11.
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(a) Sg . Equi-Gaussian filters

(b) Sg . Dirac delta filters

700

(c) S3°. Equi-energy filters

Fig. 3. Filter Configurations. For a configuration denoted S¥, x is the number of filters and y represent the configuration where g=equi-Gaussian,
d=Dirac delta, f=filter with constant FWHM. Here we show examples with 8 filters

error and NRMSE is 0.975 on our data. Therefore, we decide to
discuss and analyse the results in terms of angular error in this
paper.

Calculation of angular error (AA) between the original illu-
minant e and the estimated illuminant & is computed in radians
as in Eq. 9. This is commonly used in CCC literature.

T A
AA = arccos ———° 9
(eTe)(eTe)

where e is the ground truth illuminant directly acquired in sen-
sor domain while & is the estimated illuminant in sensor do-
main. When the estimated and measured illuminant are the
same then it returns zero error.

The comparison of performance is done among five differ-
ent number of spectral filters (3, 5, 8, 12 & 20), three different
filter configurations (equi-Gaussian, Dirac delta & equi-energy
filters), and 4 different algorithms (spectral gray-world, max-
spectral, spectral shades of gray & spectral gray-edge). The esti-
mated illuminant for all these configurations is compared with
the ground-truth illuminant in the sensor domain.

To be able to compare results obtained from different num-
ber of filters, we project the data into the chromaticity space,
where they could be compared at the expense of an error on
the projection definition. We call this evaluation metric “xy
chromaticity difference” where we perform a camera linear col-
orimetric calibration based on mean square error fitting on the
reflectance of X-Rite ColorChecker, similar to the work of [76]
where authors used that technique for color reproduction of
MSI. We get the CIEXYZ of both estimated and the ground
truth illuminants using this method. xy values are computed
from these values and the chromatic distance between them is
observed in terms of Euclidean distance. This method enables
us to compare the results obtained from different number of fil-
ters with each other. To verify the validity of this technique, we
compared the ground truth illuminants in sensor domain with

the chromaticity value of D65 and found that the Euclidean dis-
tance between them varies between 0.000934 and 0.00523 in the
xy chromaticity space, which is very small and therefore, we
can neglect the chromaticity error introduced during mapping
of illuminant from sensor domain to the xy chromaticity space.

We present the results in form of mean angular error, and in
order to compare the statistical significance of results, Wilcoxon
signed rank test (WST) is applied. The use of WST is recom-
mended by Hordley and Finlayson [77] and is used for eval-
uation of illuminant estimation performance [50][78][79]. We
investigate the statistical significance among results at 95% con-
fidence level and provide the WST scores in term of the sum of
positive scores in the same way as being provided by Bianco et
al. [78]. Higher score means that one particular algorithm along
with sensors configuration is able to perform well as compared
to others. A lower WST score means that the performance is
significantly low in comparison with the rest. To illustrate the
visual difference among the ground truth illuminant and the
estimated illuminant, we have included examples in form of
plots. In each figure, IPF for e and & can be compared when the
number of filters are same.

5. RESULTS AND DISCUSSION

We have provided the results in Tables 1-6. Table 1 shows that
in the noiseless case with 3 filters, Spectral Gray Edge S§ per-
forms the best, followed by Sgo and then Max-Spectral S‘§ . Sg
configuration performs the worst for all 4 algorithms. Illumi-
nant estimation from noisy data shows also show same results.
There is a slight improvement in mean error in some cases when
noise data is used but this slight change is not statistically signif-
icant and the overall results are robust with noise. With 5 bands
(Table 2), Spectral Gray Edge Sgo is the best followed by Max-
Spectral Sgo for D65 and mix D65-F11 illuminants. F11 shows
different behaviour as Max-Spectral Sg performs best and Spec-
tral Edge Sgo follows. With noisy data, Spectral Gray Edge Sgo
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Table 1. Performance of illuminant estimation algorithms and filter configurations for 3 bands. Green cells show the best performance and yellow

cells show the 2°¢ best performance, for a particular algorithm and filters configuration. Spectral Gray-Edge with S§ configuration shows the best
result.

Filter. D65 F11 Mixed illuminant (D65 and F11)
Algorithm Without Noise With Noise Without Noise ‘With Noise Without Noise With Noise
Confg: Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank
Spectral S§ 0.1881 2 0.1761 2 0.1318 2 0.1125 2 0.1812 2 0.1691 2
Gray Sg 0.2923 0 0.2686 0 0.3184 0 0.2926 0 0.2954 0 0.2723 0
World Sgo 0.1948 1 0.1822 1 0.1388 1 0.1182 1 0.1881 1 0.1753 1
Max S§ 0.1148 5 0.1164 3 0.0729 4 0.0735 3 0.1103 5 0.1083 4
Sg 0.1583 0 0.1516 0 0.1485 0 0.1612 0 0.1616 0 0.1544 0
Spectral 530 0.1196 4 0.1108 4 0.0749 4 0.0743 3 0.1151 4 0.1117 3
Spectral S§ 0.1229 3 0.1256 3 0.0846 3 0.0861 3 0.1186 3 0.1202 3
Shades Sg 0.1568 1 0.1574 1 0.1545 1 0.1718 1 0.1573 1 0.158 1
of Gray Sgo 0.1264 2 0.1283 2 0.0869 2 0.0887 2 0.122 2 0.1242 2
Spectral S§
Gray Sg 0.1364 1 0.1364 1 0.1096 2 0.1093 3 0.1366 1 0.1363 1
Edge Sgo 0.1037 6 0.1035 5 0.0742 5 0.0741 4 0.1002 6 0.1 6

Table 2. Performance of illuminant estimation algorithms and filter configurations for 5 bands. Spectral Gray-Edge with S3° configuration shows

best result for D65 and mix D65-F11 illuminants but is placed second in case of F11 illuminant where Max-Spectral S performs best with noise-free
data.

Filter. D65 F11 Mixed illuminant (D65 and F11)
Algorithm Without Noise With Noise Without Noise With Noise Without Noise With Noise
Confg. Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank
Spectral Sg 0.2323 1 0.217 1 0.1675 1 0.1413 1 0.2244 1 0.2092 1
Gray Sg 0.2843 0 0.2602 0 0.2803 0 0.2638 0 0.2882 0 0.2657 0
World Sgo 0.1893 2 0.1772 2 0.1264 2 0.1095 2 0.1816 2 0.1697 2
S§ 0.1192 3 0.1288 2 0.0876 4 0.0878 4 0.1125 4 0.1159 4
S:::at:al Sg 0.1482 1 0.1465 1 0.1224 0 0.1305 0 0.1546 1 0.1537 1
s | 01018 | 5 7 9 oo | 6 oo 7
Spectral Sg 0.1454 2 0.146 2 0.1036 1 0.1077 2 0.1408 2 0.1416 2
Shades Sg 0.165 1 0.1643 1 0.136 0 0.1533 0 0.1662 1 0.1663 1
of Gray Sgo 0.1224 3 0.1239 3 0.083 6 0.0848 6 0.1178 3 0.1194 3
Spectral Sg 0.1224 3 0.1218 3 0.0949 3 0.0952 3 0.1193 4 0.1191 3
Gray Sg 0.141 1 0.1411 1 0.119 1 0.1199 1 0.1413 2 0.1408 2

Table 3. Performance of illuminant estimation algorithms and filter configurations for 8 bands. Max-Spectral with S performs best.

Filter. D65 F11 Mixed illuminant (D65 and F11)
Algorithm Without Noise With Noise Without Noise With Noise Without Noise With Noise
Confg: Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank
Spectral Sg 0.2748 1 0.257 1 0.1848 0 0.159 0 0.2654 1 0.2476 1
Gray Sg 0.3292 0 0.3059 0 0.0976 1 0.1326 0 0.3007 0 0.2779 0
World Sgo 0.1884 2 0.1765 2 0.1237 1 0.1088 2 0.1807 2 0.1689 2
Sg 0.1378 3 0.1334 4 0.0895 1 0.0942 2 0.1287 4 0.1241 5
S::cat);al Sg 0.1552 2 0.151 2 0.0993 0 0.1673 0 0.1624 2 0.1661 1
5P KR 8 | 7 | 7 01005 | 6
Spectral Sg 0.1623 1 0.1625 2 0.1114 1 0.1195 0 0.1564 2 0.1569 2
Shades Sg 0.1846 0 0.185 1 0.0653 5 0.1537 0 0.1704 1 0.1714 1
of Gray Sgo 0.1213 4 0.123 4 0.0823 2 0.085 4 0.1167 4 0.118 4
Spectral Sg 0.1355 4 0.1362 2 0.1024 1 0.1027 1 0.1317 2 0.131 2
Gray Sg 0.1498 2 0.1502 3 0.0656 3 0.07 6 0.1408 2 0.1411 3
Edge s | omos | 7 [ROEOINENEN oo | 3 | oor2s | 5 [Wolodzs 8N oioses e
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Table 4. Performance of illuminant estimation algorithms and filter configurations for 12 bands. Max-Spectral with S3) performs best.
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Fil D65 F11 Mixed illuminant (D65 and F11)
ilter.
Algorithm Cont Without Noise With Noise Without Noise With Noise Without Noise With Noise
onfg.
& Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank
Spectral Séfz 0.3007 1 0.2808 1 0.2022 0 0.1737 0 0.2905 1 0.2707 1
Gray S’fz 0.344 0 0.3204 0 0.1806 1 0.215 0 0.3276 0 0.3027 0
World 5%2 0.1881 2 0.1762 2 0.1251 2 0.1087 4 0.1804 2 0.1688 2
M sz 0.1439 3 0.1447 4 0.107 2 0.1217 3 0.1386 4 0.139 2
ax
S‘fz 0.1574 2 0.158 2 0.0975 2 0.2122 0 0.1561 2 0.1545 2
Spectral
Spectral S*‘fz 0.1746 2 0.175 3 0.1152 2 0.134 4 0.1679 3 0.1681 3
Shades st 0.1964 0 0.1959 2 0.0912 3 0.2195 0 0.1851 2 0.1855 2
of Gray S?g 0.1214 4 0.1232 4 0.0821 3 0.085 6 0.1168 4 0.1194 4
Spectral Séfz 0.1456 3 0.1455 4 0.1066 1 0.1078 3 0.1414 3 0.1414 3
Gray S’fz 0.161 2 0.1618 2 0.0804 5} 0.0931 6 0.153 2 0.1536 2
Edge S99 0.1007 8 0.0728 5

Table 5. Performance of illuminant estimation algorithms and filter configurations for 20 bands. Max-Spectral with S3) configuration performs best
for D65 and F11, while Spectral Gray Edge S3) performs best for mixed illuminants.

Fil D65 F11 Mixed illuminant (D65 and F11)
ilter.
Algorithm Con Without Noise With Noise Without Noise With Noise Without Noise With Noise
onfg.
8 Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank | Mean AA | Rank
Spectral S§0 0.3212 1 0.3002 1 0.1994 1 0.1886 2 0.3099 1 0.2886 1
Gray Sgo 0.3391 0 0.3158 0 0.2251 0 0.2535 0 0.3309 0 0.3061 0
World Sgg 0.188 2 0.1762 2 0.1232 2 0.1087 5 0.1803 2 0.1687 2
M Sg() 0.1521 2 0.1499 4 0.0956 2 0.1253 3 0.1445 4 0.1443 3
ax
S | Sgo 0.1621 2 0.1576 2 0.1036 3 0.1851 0 0.1503 3 0.1493 3
ectral
Spectral S‘LZZO 0.1843 1 0.1848 3 0.1168 3 0.1572 2 0.1768 3 0.1772 3
Shades Sgo 0.1944 0 0.1941 2 0.1317 2 0.2307 0 0.1885 2 0.1876 2
of Gray Sgg 0.1214 4 0.1232 4 0.0821 5 0.0854 7 0.1166 4 0.119 4
Spectral S§0 0.1531 3 0.1536 4 0.1087 2 0.1089 5 0.1485 4 0.1489 4
Gray Sgo 0.163 2 0.1633 3 0.1209 2 0.1284 3 0.16 2 0.16 2
Edge s% | owos | 8 [T01009 9| oo 7 | o2 | 8

gives consistent performance in terms of WST ranking while
performance of Max-Spectral S2° is significantly reduced in case
of F11 illuminant. Table 3 shows that with 8 filters the trend for
best performance shifts from Spectral Edge to Max-Spectral as
Sgo performs best for both illuminants. However, in case of F11,
it is interesting to note that Spectral Shades of Gray Sg performs
the second best. This behavior is explained by the spikes in F11
illuminant and S¢ configuration is able to detect those spikes
more efficiently. However, with noisy data, Shades of Gray Sgl
is unable to perform anymore and Spectral Gray Edge Sg gets
the second best ranking while the rest of trend remains almost
the same. For 12 bands, Max-Spectral S‘;’g achieves the best es-
timate, followed by Spectral Gray-Edge S%g as seen in Table 4.
Performance of those algorithms remains similar in presence of
noise. In Table 5, results from using 20 filters show that Max-
Spectral S3) and Spectral Gray Edge S3) performs almost the
same in both conditions.

We also compare performance on individual images to deter-
mine the effect of scene content on illuminant estimation with
D65 illuminant. With 3 channels, images 11, 12, 14, 16 and I8
show good performance with Spectral Gray Edge S§ while with
images 13, I5 and 17, Max-Spectral S§ performs the best. To illus-
trate the difference in projection of ground truth illuminant and

the estimated illuminant, some examples are shown in Figures
4-8. In each figure, the x-axis represents each filter among the
N filters and configuration, while the y-axis represent values
of e and &, corresponding to the IFP. The points in figures are
joined through straight lines so that the overall behavior can
be observed easily. It is worth noting that the results for dif-
ferent number of filters are not comparable across Figures 4-8,
since the dimension of filters is change in each of them. Figure
4 show the estimated illuminants in sensor domain for I3 and
14 when Spectral Gray Edge S‘§ is used. For 5 filters, I3 and 17
performs best with Max-Spectral SEO while other images show
good results with Spectral Gray Edge S2°. 16 performs worst
with Max-Spectral 520 which is the reason that this algorithm
and configurations gets the 2" best rank while Spectral Gray
Edge Sgo gets highest score for 5 channels. Figure 5 shows the
estimated illuminant in sensor domain for I5 and 13. Figure 5
shows poor performance of illuminant estimation for I3 and I5.
At this stage, the trend of improvement in Max-Spectral can al-
ready be observed which becomes clear with 8 channels as Max-
Spectral S3° performs best for all images except 16 which works
well with Spectral Gray Edge SSO. The performance of Max-
Spectral Sgo for images I3 and I5 is shown in Figure 6. Same be-
havior is shown by individual images with 12 and 20 channels



Research Article

Journal of the Optical Society of America A 9
10
1r Lol
0.8+ y"‘.-.:_‘___.x. .......
osf .
0.6 & “X
os ¥
041 - "o
»
04r
02O 14
.-x. |3
4= Ground Truth 02} @15
0— . ! %13
1 2 3 =4I~ Ground Truth
1 2 3 4 5 6 7 8

Fig. 4. [lluminant’s Projection over Filters (IPF) of D65 with N=3 chan-

nels and estimated illuminants with Spectral Gray Edge S§ for images
I3 and I4 with AA of 0.228 and 0.0158, respectively. I4 gives good re-
sult while I3 performs worst.

10 T
“"“’
&
0.8F & e
& s
06F X’
041
0.21|=©-I5
%13
=40~ Ground Truth
0 — ! . . )

1 2 3 4 5

Fig. 5. [lluminant’s Projection over Filters (IPF) of D65 with N=5 chan-
nels and estimated illuminants with Spectral Gray Edge Sgo in sen-
sor domain for images I3 and I5 with AA of 0.2284 and 0.0457, respec-
tively. I5 gives good result while I3 performs worst.

as well. Figures 7 and 8 show performance of Max-Spectral §°
for 16 and 17 when number of channels are 12 and 20 respec-
tively. In other images, there is close tie between Max-Spectral
Sgo and Spectral Gray Edge Sgo but images I3 and 16 do not
perform well with Spectral Gray Edge SSO and thus causing it
to get overall 2" rank. Angular errors for all the algorithms,
number of filters, filter configurations and illuminants being
used are provided in the supplementary material. We have also
provided the error in terms of xy chromaticity for each of the
individual image along with the other parameters being tested,
in the supplementary material.

Overall, the configuration S°° performs the best among
tested filter configurations. Max-Spectral and Spectral Gray-
Edge attain good results while Spectral Gray World shows the
worst result for all cases. S? shows slightly better performance
with F11 illuminant but otherwise it also performs worst. It
is interesting to note that Spectral Gray-Edge performs better
with 3 bands but by increasing the number of bands, Max-
Spectral algorithms starts performing the best among the tested
algorithms. We investigate that trend by altering the value of
Minkowski norm p as in Eq. 4 and 5. When the value of p pa-
rameter is increased, more weight is given to bright pixels in an
image and this ultimately lead towards Max-Spectral algorithm.
We performed tests with values of p varying from 1 to 1000. The
results show very interesting observation that as more weight

Fig. 6. Illuminant’s Projection over Filters (IPF) of D65 with N=8 chan-
nels and estimated illuminants with Max-Spectral Sgo in sensor do-
main for images I3 and I5 with AA of 0.1142 and 0.0446, respectively.
I5 gives good result while I3 performs worst.
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Fig. 7. Illuminant’s Projection over Filters (IPF) of D65 with N=12
channels and estimated illuminants with Max-Spectral S39 in sensor
domain for images 16 and 17 with AA of 0.0838 and 0.0117, respec-
tively. 17 gives good result.
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Fig. 8. Illuminant’s Projection over Filters (IPF) of D65 with N=20

channels and estimated illuminants with Max-Spectral S33 in sensor
domain for images 16 and 17 with AA of 0.0839 and 0.0117, respec-
tively. I7 gives good result.
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Fig. 9. Change in Angular Error with variation in p. We did experi-
ments for p = 1 — 1000 but show results only up to 300 because there
is no change in error value as the value of p is increased beyond 100.

is given to bright pixels in a scene, the illuminant estimation
gets better. Thus it explains why Max-Spectral algorithm per-
form well specially with increase in number of bands. Figure 9
shows the change in angular error with variation in value of p.

Tables 1-5 provide analysis of the performance of the pro-
posed algorithms along with a given sensor configuration, in
terms of AA. However, these results cannot be compared across
the different number of filters because AA can be compared be-
tween two vectors only if they have the same dimension (in our
case, the ground-truth and estimated illuminants are in the sen-
sor dimension).

Mosny and Funt [66] [67] performed their evaluation in rg
chromaticity space. In their method, RGB of estimated illu-
minant is obtained after identifying which illuminant from a
database of known illuminants it is most similar to, and using
that illuminant’s rgb, as the conversion value. Based on this
evaluation, they concluded that there is minor improvement
in increasing number of bands from 3 to 6 for illuminant esti-
mation but further increase to 9 bands does not provide any
improvement. For evaluating the effect of number of bands,
we perform the evaluation based on chromaticity error in Table
6 but with a different approach as defined in Section 4C. The
comparison is performed among 5 different number of spectral
filters (3, 5, 8, 12 & 20), 3 sensor configurations (equi-Gaussian,
Dirac delta & equi-energy filters), and 4 algorithms (Spectral
gray-world, Max-Spectral, Spectral shades of gray & Spectral
gray-edge algorithm). We have used Euclidean distance for
evaluation of xy chromaticity error since we are assuming that
our evaluation is in terms of physical measurement. Using
the xy chromaticity space allows us to retain our assumption
and enables the comparison among the ground-truth illumi-
nant and the estimated illuminant.

Evaluation based on xy chromaticity error for D65 shows
that best result is obtained from Spectral Gray Edge Sgo and
24 best are the Spectral Gray Edge Sg and sz. However, there
is a significant statistical difference among S and $? for this
illuminant which becomes more prominent in the case of noisy
data.

With F11 illuminant, Max-Spectral S§, performs the best and
is followed by Max-Spectral Sg. This behavior of is explained
from the spectral power distribution of F11, as shown in Fig. 2b.
The spiky character of this illuminant can be best acquired with
the ideal Dirac delta type of filters. However, in presence of
noise, performance of Max-Spectral S‘élo is significantly reduced.

Max-Spectral S§ performs best in case of noisy data and is fol-
lowed by Max-Spectral S‘§O.

In case of mix D65-F11 illuminant, Max-Spectral Sgo per-
forms the best while Spectral Gray Edge Sgo and Max-Spectral
Sé perform 2™ and 3" best respectively. Since the behavior
of mix D65-F11 illuminant is influenced by peaks of F11 illu-
minant, therefore, Sgo performs best in this case. Same trend
continues in case of noisy data where the statistically signifi-
cant difference among results is more prominent in light of WST
rankings.

It is interesting to note that by increasing the number of
channels beyond 8, there is a reduction in performance of il-
luminant estimation algorithms. It suggests that spectral res-
olution should also be maintained in a multispectral imaging
system. As noticed from Table 6, S3) configuration performs
the worst because of huge overlapping among filter sensitivi-
ties. This leads to the conclusion that by increasing the number
of bands, more noise is introduced during image acquisition
and therefore, performance of illuminant estimation algorithm
is degraded. To validate this, we performed an additional illu-
minant estimation experiment using the native spectral resolu-
tion of the data, which is equivalent to Dirac delta configuration
with 33 filters (Sg3). There is no improvement in results when
compared with the already obtained results from 20 channels
and it performs the worst when noise is added to the system.
This fact is also observed by Wang et al. [74] where the spec-
tral reconstruction results start degrading after increasing the
number of filters beyond 12.

Although the results and ranks are based only on 8 images
of similar contents and may not lead to a strong conclusion, our
investigation suggests several general behaviors. First, over-
lapping equi-energy filters may be most suitable for natural or
smooth illuminations. Although there may be loss of spectral
resolution in case of using large overlapping sensors, since nat-
ural illuminations behave smoothly throughout the visible spec-
trum, overlapping equi-energy filters are able to perform well.
We observe the same trend after noise is added to the images be-
fore illuminant estimation. Second, the Max-Spectral and Spec-
tral Gray Edge algorithms provide better results than the other
tested algorithms in general. Result is rather dependant on im-
age content also, and in some of the images, better estimate of il-
luminant is achieved (data seems to follow the illumination), in
other the results are quite noisy. Third, we found contradictory
results as compared to Mosny and Funt [66] and our results sug-
gest that illuminant chromaticity can be better retrieved when
we increase the number of bands. However, the impact on color
rendering is yet to be investigated. The optimum number of
bands seems to be around 8. Finally, we still cannot provide
clear indications on how good illuminant estimation is in term
of usability. In practice, the indicator used only provides rela-
tive ranking and objective indications on quality. Further analy-
sis is required to understand what accuracy should be achieved
for acquiring illuminant invariant representation of multispec-
tral images.

6. CONCLUSION AND FUTURE WORK

In this work, we proposed to extend illuminant estimation from
color to multispectral imaging. Based on an extensive review
of state of the art algorithms for computational color constancy,
we selected 4 algorithms that belong to the class of equivalent
illumination models, and extended them from 3-channels to N-
channels. We named those extended algorithms spectral gray
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Table 6. Ranking based on xy chromaticity error in terms of Euclidean distance (ED). Green cells show the best performance, yellow cells show the
2" best and blue cells represent the 3" best performance, for a particular algorithm and filters configuration. Spectral Edge S3° gives the best per-
formance for D65 illuminant. With F11 illuminant, Max-Spectral S, performs the best and is followed by Max-Spectral S§. In case of mix D65-F11 il-

luminant, Max-Spectral Sgo gives the best result and Spectral Edge S3° comes after it. Overall, Max-Spectral algorithm gives consistent performance
and illuminant is best estimated with 8 filters.

No. 3 D65 F11 Mixed illuminant (D65 and F11)
of Algorithm Filter Without Noise With Noise Without Noise With Noise Without Noise With Noise
filters Confg: Mean ED | Rank | Mean ED | Rank | Mean ED | Rank | Mean ED | Rank | Mean ED | Rank | Mean ED | Rank

Spectral S§ 0.0702 3 0.0621 3 0.0575 4 0.0469 10 0.0692 2 0.0608 6

Gray Sg 0.0741 1 0.0671 2 0.0592 2 0.0577 6 0.0727 0 0.0664 3

World 5§0 0.0712 2 0.0633 2 0.0583 3 0.0478 9 0.0702 1 0.0619 4

S§ 0.0274 6 0.0268 16 0.028 10 0.0272 15 0.0274 7 0.0251 27

S:::;al sd 0.0317 2 0.0296 8 0.034 2 0.0362 8 0.0322 2 0.0306 14

3 s30 0.0283 3 0.0236 28 0.0278 10 0.0223 29 0.0283 3 0.0256 24
Spectral S§ 0.034 3 0.0345 6 0.0336 2 0.0332 11 0.0343 3 0.0342 6

Shades 550 0.0346 4 0.0351 7 0.0344 8 0.0379 1 0.0345 4 0.0349 7

of Gray s30 0.0342 3 0.0345 6 0.0334 3 0.0333 12 0.0345 3 0.0347 6

Spectral S§ 0.0281 10 0.0284 13 0.029 10 0.0287 13 0.0283 14 0.0283 12

Gray Sg 0.0285 12 0.0286 15 0.0264 22 0.0262 22 0.0285 15 0.0284 17

Edge s30 0.0282 10 0.028 15 0.0286 11 0.0285 13 0.0283 13 0.0283 21

Spectral Sé 0.0736 2 0.065 3 0.0629 1 0.0516 7 0.0728 1 0.0642 4

Gray sé 0.0819 1 0.072 2 0.067 1 0.0796 4 0.0804 0 0.0722 3

World Sgo 0.0747 2 0.0648 3 0.0627 2 0.0499 7 0.0738 1 0.0637 4

Sg 0.0263 15 0.0276 15 0.0262 17 0.0212 30 0.0232 29 0.0218 34

Max Sg’ 0.028 14 0.028 15 0.0337 3 0.0425 8 0.0319 5 0.0303 9

5 Spectral 50 0.0249 16 0.0202 38 0.029 17 0.0309 15 0.0241 28 0.0219 26
Spectral Sé’ 0.0355 2 0.0354 6 0.0328 3 0.0305 14 0.0354 2 0.0351 7

Shades 520 0.036 3 0.0358 6 0.0331 3 0.0484 7 0.0363 3 0.0363 7

of Gray Sg 0.0352 2 0.035 6 0.033 3 0.0306 13 0.0351 2 0.0347 7

Spectral S§ 0.0313 3 0.0312 6 0.0299 9 0.0301 13 0.0313 3 0.0311 7

Gray Sg 0.0302 5 0.0302 10 0.0288 12 0.0291 13 0.0302 6 0.03 10

Edge 520 0.0311 4 0.0309 6 0.0304 9 0.0308 13 0.0313 4 0.0314 7

Spectral Sg 0.0702 8 0.0628 4 0.06 7 0.0473 8 0.0693 6 0.0619 8

Gray sd 0.0725 2 0.0645 2 0.0579 9 0.0376 8 0.0712 1 0.0626 5

World S0 0.0701 7 0.0687 2 0.0605 7 0.0575 6 0.0693 6 0.0676 3
Max Sg 0.0267 15 0.0255 21 0.0217 32 _-l 0.0229 25 0.0212 35

Sg’ 0.0274 10 0.0273 9 0.0296 4 0.0496 7 0.027 5 0.0256 13

s Spectral S0 0.0546 2 0.0925 1 0.0292 15 0.082 2 0.0331 2 0.1005 2
Spectral S§ 0.0311 3 0.0312 7 0.0287 13 0.0271 20 0.0308 4 0.0309 8

Shades Sg 0.0316 4 0.032 7 0.0285 8 0.0493 7 0.0311 4 0.0313 8

of Gray s30 0.0239 19 0.0262 12 0.023 26 0.0251 23 0.0234 19 0.0258 7

Spectral Sg 0.0267 20 0.0269 20 0.0257 20 0.0255 21 0.0267 19 0.0265 21

Gray Sg 0.0263 24 0.0265 26 0.0256 22 0.0239 30 0.0262 25 0.0265 26
Edge Sgo 0.0232 24 0.0258 17 0.0222 30 0.0168 44

Spectral Séfz 0.0728 2 0.0651 2 0.0621 2 0.0478 8 0.0718 1 0.0643 3

Gray st 0.0754 1 0.0669 2 0.0729 0 0.1015 2 0.0753 0 0.0667 3

World s 0.0729 1 0.0482 4 0.0619 2 0.05 9 0.0719 1 0.0592 5

Max 5‘122 0.0277 14 0.0275 9 0.0241 17 0.0205 33 0.0231 20 0.0218 26

Spectral 5?2 0.0292 12 0.0274 15 0.0259 14 0.0782 3 0.0245 15 0.0227 23

1 s 0.1152 0 0.103 2 0.3765 0 1.4405 0 0.1457 0 0.3697 0
Spectral S‘lg2 0.0316 5 0.0319 8 0.0295 13 0.0277 20 0.0313 4 0.0315 8

Shades sz 0.0322 4 0.0324 7 0.0322 2 0.1069 2 0.0321 4 0.0327 8

of Gray 5% 0.0298 3 0.0823 1 0.0367 3 0.0657 3 0.0293 4 0.0354 4

Spectral Gray S‘lq2 0.0268 23 0.0268 25 0.0259 20 0.0262 22 0.0267 21 0.0268 24

Bge st 0.0268 24 0.027 24 0.0271 13 0.0443 7 0.0269 23 0.0272 23

s 0.0339 13 0.0459 15 0.0396 3 0.3079 0 0.0337 14 0.118 3

Spectral S§0 0.0726 2 0.0649 2 0.0619 2 0.0443 10 0.0717 1 0.064 3

Gray 55’0 0.0702 2 0.062 3 0.0652 1 0.0387 10 0.0704 1 0.0609 4

World s 0.0729 2 0.0723 1 0.0619 2 0.0393 11 0.0719 1 0.0441 6

Max S§0 0.0282 14 0.027 17 0.0225 28 0.0182 37 0.023 28 0.0221 31

20 s 0.4377 0 0.3142 0 0.2082 1 0.2405 0 0.195 0 0.4725 0
Spectral S§U 0.032 4 0.0324 7 0.0296 13 0.0273 22 0.0316 4 0.0318 8

Shades Sgo 0.0328 3 0.0331 6 0.0301 10 0.0434 7 0.0327 4 0.0322 8

of Gray Sgg 0.1013 0 0.2115 0 0.034 14 0.0497 7 0.0914 0 0.2327 1

Spectral 5§0 0.0274 19 0.0273 22 0.0261 20 0.0263 23 0.0273 22 0.0274 22

Gray S 0.0289 17 0.0291 17 0.0257 27 0.0286 17 0.0289 20 0.0291 19

Edge s 0.1146 0 0.1693 0 0.0347 13 0.1177 2 0.1409 0 0.5641 0
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world, max-spectral, spectral shades of gray, and spectral gray edge
algorithms. Results show that both spectral gray edge and
max-spectral algorithms perform well in illuminant estimation.
Comparison among three different sensor sensitivities is also
performed and the overlapping equi-energy filters are able to
estimate the illuminant more accurately as compared to equi-
Gaussian or Dirac delta functions for limited number of chan-
nels. The same results are obtained when noise is added to
the image data which shows that the proposed extended algo-
rithms for illuminant estimation are robust to noise.

The illuminant estimation results obtained from simulated
multispectral sensors show promising aspects of application of
the proposed framework. Based on these results, future work
could be derived in three directions. First, development of new
algorithms or further extension of more sophisticated illumi-
nant estimation algorithms from color to spectral may be per-
formed. Second, the validity of the proposed framework may
be evaluated for real data acquired with a multispectral cam-
era. Finally further development in evaluation and usability of
this framework may be performed, for instance by evaluating
surface classification under different illuminations.
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